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Abstract—Call graphs have many applications in software engineering, including bug-finding, security analysis, and code navigation in IDEs. However, the construction of call graphs requires significant investment in program analysis infrastructure. An increasing number of programming languages compile to the Java Virtual Machine (JVM), and program analysis frameworks such as WALA and SOOT support a broad range of program analysis algorithms by analyzing JVM bytecode. This approach has been shown to work well when applied to bytecode produced from Java code. In this paper, we show that it also works well for diverse other JVM-hosted languages: dynamically-typed functional Scheme, statically-typed object-oriented Scala, and polymorphic functional OCaml. Effectively, we get call graph construction for these languages for free, using existing analysis infrastructure for Java, with only minor challenges to soundness. This, in turn, suggests that bytecode-based analysis could serve as an implementation vehicle for bug-finding, security analysis, and IDE features for these languages. We present qualitative and quantitative analyses of the soundness and precision of call graphs constructed from JVM bytecodes for these languages, and also for Groovy, Clojure, Python, and Ruby. However, we also show that implementation details matter greatly. In particular, the JVM-hosted implementations of Groovy, Clojure, Python, and Ruby produce very unsound call graphs, due to the pervasive use of reflection, invokedynamic instructions, and run-time code generation. Interestingly, the dynamic translation schemes employed by these languages, which result in unsound static call graphs, tend to be correlated with poor performance at run time.
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1 INTRODUCTION

The Java Virtual Machine (JVM) was designed for portable and efficient implementation of Java. By defining a relatively small set of bytecode instructions with clear semantics, the task of creating an interpreter or just-in-time compiler for Java is simplified significantly. In recent years, the JVM has been used to implement programming languages such as Clojure [1], Groovy [2], OCaml [3], Python [4], Ruby [5], Scala [6], and Scheme [7]. By compiling these languages to JVM bytecode, language implementors significantly reduce the amount of work needed to implement their languages, and achieve portability across many platforms.

Several frameworks, such as Chord [8], Doop [9], Soot [10], Wala [11], and OPAL [12], have been developed to support static analysis of JVM bytecode. These frameworks support a broad range of algorithms for static pointer analysis, call graph construction, data-flow analysis, and others. A JVM-based approach works well for Java because JVM bytecode is fairly close to Java code but avoids a lot of its syntactic sugar. As a result, bytecode-based analysis frameworks are widely used in academia and industry.

Together, these developments raise the tantalizing possibility that many languages could get program analysis infrastructure for free by relying on analyzing generated JVM bytecode. For this to work, however, JVM-bytecode-based analysis has to produce good results, as it has been shown to do for Java. Hence, this paper investigates how well this JVM-bytecode-based approach works when applied to bytecode produced from other languages. We examine bytecodes generated from Scheme, Scala, OCaml, Groovy, Clojure, Python, and Ruby programs. We show that, while Scheme, Scala, and OCaml are a diverse set of languages, the compilers for these languages produce bytecode that by-and-large is amenable to analysis. However, implementation details matter greatly, and the other languages have complex, reflection-heavy implementations that inhibit good analysis.

Specifically, we focus on call graph construction because call graphs enable many applications in software engineering, such as bug-finding (see e.g. [13]), detecting security vulnerabilities (see e.g. [14]), IDE features such as code navigation (see e.g., [15]), and application extraction and optimization (see e.g. [16], [17]).

Our focus in this paper is on studying the following three issues: (i) the soundness of static call graphs computed from JVM bytecode (i.e., whether they contain all methods and call edges that can arise during any execution), (ii) the precision of the static call graphs (i.e., how many nodes and edges they contain that cannot arise in any execution), and (iii) the relationship between the quality of constructed call graphs and the runtime performance of applications.

To evaluate soundness and precision, we conduct qualitative and quantitative experiments. In the qualitative experiments, we inspect call graphs constructed by compiling...
a small example to bytecode, and study the translation of function and method calls. We look for uses of reflection, dynamic code generation, and invokedynamic instructions that challenge static analysis. In the quantitative experiments, we use 10 programs from the Computer Language Benchmark Game (CLBG) suite [18] with versions available for each language. This enables us to study the different programming languages in a uniform and consistent way. After compiling these programs to JVM bytecode, a standard 0-CFA analysis [19] provided by WALA [11] is used to construct static call graphs. Dynamic call graphs are constructed using WALA’s instrumentation-based dynamic graph builder. Using ProBe, a call graph comparison tool [20], we measure unsoundness by identifying nodes and edges that occur in the dynamic call graph but not the static one. Similarly, potential imprecision is reflected by nodes and edges in the static call graphs but not the dynamic ones. In such cases, we manually determine if the static analysis is imprecise, or if the discrepancy is due to low code coverage in the dynamic graph.

Since the CLBG programs are fairly small, we conducted, for each of the languages under consideration, additional experiments on two larger subject programs. For these programs, we performed the same quantitative experiments as for the CLBG programs. Moreover, in a detailed qualitative assessment, we determined whether additional issues arose in these larger programs that comprise soundness or precision.

We observe that call graphs constructed for Groovy, Clojure, Python, and Ruby using bytecode-based static analysis are unsound, due to pervasive use of reflection, dynamic code generation, and invokedynamic instructions. Even if these challenges were overcome, the constructed call graphs would remain highly imprecise due to the ways in which function calls are translated. On the other hand, sound call graphs are constructed for Kawa’s implementation of Scheme, showing that dynamically-typed languages do not necessitate reflective, hard-to-analyze implementations. For statically-typed Scala and polymorphic OCaml, the use of reflection and proxies can cause unsoundness, just as in Java, but this occurs rarely in practice and similar solutions would apply [21]. Unsoundness of this kind is hard to avoid in practice [22], and reflects the state of the art. Bytecode-based analyses of these languages are as sound as for Java.

We observe that the call graphs constructed for Kawa programs are generally precise for direct calls, but some precision is lost with heavy use of lambda expressions. In Scala, precision suffers because type information is lost when compiling features such as closures. This is different from the issues that lambda expressions face in Java, and can be addressed by standard forms of context sensitivity. The OCaml compiler implements closures using the JVM’s MethodHandles, which WALA analyzes soundly and precisely.

For the performance experiments, we compiled the same 10 CLBG programs in each language and compared running times and memory consumption on a standard JVM. Interestingly, other than for Java, the lowest running times and memory consumption are measured for Scheme, Scala, and OCaml (i.e., the languages for which the constructed call graphs are the most sound). This suggests that the same translation schemes that hamper static analysis also cause performance bottlenecks.

Overall, we conclude that JVM-bytecode-based analysis is practical for a wide range of languages—with static, polymorphic and dynamic types, and with object-oriented and functional styles—but it requires careful implementation that avoids reflective features of Java as a substitute for compilation. This suggests that bytecode-based analysis could serve as a useful implementation vehicle for solving many problems in software engineering for languages for which alternative program analysis infrastructure is not readily available.

In summary, the contributions of this paper are as follows:

- We study soundness and precision of call graphs constructed from JVM bytecode produced from Scheme, Scala, OCaml, Groovy, Clojure, Python, and Ruby programs. To our knowledge, this is the first comparative study of static analysis for JVM-hosted languages.
- We show that for Kawa, Scala, and OCaml, constructed call graphs are as sound as for Java, compromised only by reflection and proxies in rare cases. Precision also faces only issues similar to Java.
- We found that, for the languages Groovy, Clojure, Python, and Ruby, the constructed call graphs are highly unsound and imprecise. This is due to implementations that use reflection pervasively. Use of the new invokedynamic bytecode in some of these implementations leads to similarly poor results.
- Our performance experiments show that dynamic translation schemes that cause loss of soundness in static analysis are correlated with poor performance at run time.

The remainder of this paper is organized as follows. Section 2 provides some detail about MethodHandles and the invokedynamic JVM instruction. Section 3 reviews our experimental setup. Next, Sections 4–10 are concerned with an analysis of the soundness and precision of call graphs computed for each of the languages under consideration (Scheme, Scala, OCaml, Groovy, Clojure, Python, and Ruby, respectively). Section 11 reports on a study in which the performance of these language implementations is correlated with the observed soundness and precision results. In Section 12, some observations made during our studies are discussed, along with threats to validity. Related work is discussed in Section 13. Finally, conclusions are presented in Section 14.

2 Background

We briefly review MethodHandles and invokedynamic instructions, two features that were added to the JVM in Java 7 in order to facilitate the implementation of dynamic languages and that are already being used by several of the

1. Except in the case of Ruby, because the JRuby ahead-of-time build system is unable to handle the larger programs.
language implementations studied in this paper. Since the static analysis community has not paid significant attention to these features until now, we briefly review the challenges they pose for static analysis.

2.1 MethodHandles
A method handle is a constant value that uniquely identifies a method and how it should be invoked (e.g., as a static call, or a virtual call). Furthermore, method handles can apply transformations to the sequence of arguments passed to the encapsulated method (e.g., unpacking an array into a sequence containing its values). Method handles can be embedded in a class file’s constant pool as constants to be loaded using ldc instructions. A new type of constant pool entry, CONSTANT_MethodHandle, refers directly to an associated CONSTANT_Methodref, CONSTANT_InterfaceMethodref, or CONSTANT_Fieldref entry. Alternatively, method handles can be created at run time by calling one of the factory methods in class java.lang.invoke.MethodHandles.Lookup (e.g., MethodHandles.Lookup.findVirtual or MethodHandle.invokeExact()), with arguments specifying the encapsulated method’s parameter types and return type. The method encapsulated by a method handle can be invoked by calling the MethodHandle.invoke() or MethodHandle.invokeExact() method, with arguments that should be bound to the method’s receiver (in the case of virtual methods) and formal parameters. In effect, the functionality provided by method handles is similar to that of the Java reflection API, but access checking is performed only once, upon creation of the handle, whereas java.lang.reflect.Method.invoke() performs an access check for each reflective call. From a static analysis perspective, by denoting a method explicitly, method handles enable more precise analysis than was possible using the reflective idioms required before Java 7.

2.2 The invokedynamic Instruction
The invokedynamic instruction provides a mechanism for deferring the association between call sites and the methods they invoke until runtime. It works as follows:

- When an invokedynamic instruction executes for the first time, its associated bootstrap method is executed. The association between invokedynamic instructions and their associated bootstrap methods is recorded in the bootstrap table, a new component of JVM .class files.
- A bootstrap method returns a java.lang.invoke.CallSite object that encapsulates a MethodHandle that identifies the method to be invoked. This method can be retrieved using the CallSite.getTarget() method, which is automatically invoked by the JVM at run time.
- The CallSite object returned by a bootstrap method is cached, so that for subsequent executions of an invokedynamic instruction, the JVM only needs to retrieve the method handle by executing CallSite.getTarget() instead of the bootstrap method.

2.2.1 Method Invocation
This call resolution mechanism is considerably more flexible than other JVM invoke instructions. In particular, invokevirtual and invokeinterface specify a target method, and calls made through them dispatch to methods transitively overriding this target method. In such cases, the name and parameter types of the method are known at compile time so that a static analysis can analyze the inheritance hierarchy to conservatively approximate the set of methods that may be invoked. In the case of invokedynamic, there is no obvious way for a static analysis to approximate the set of possible call targets. Bootstrap methods can be arbitrarily complex, and there are no compile-time constraints on the name and parameter types of the subsequently invoked method. Further complicating matters, CallSite objects returned by bootstrap methods may be mutable (i.e., encapsulated method handles may be updated at runtime). However, if the CallSite object is immutable and the bootstrap method is the standard Java java.lang.invoke.LambdaMetaFactory, it is possible for an analysis to pre-process invokedynamic instructions by rewriting them using standard invokevirtual instructions that simulate the semantics of the original method calls that use invokedynamic. Alternatively, the analysis would have to contain hard-coded models for the bootstrap methods to reason about invokedynamic. Such approach is currently used in practice by some analysis frameworks such as OPAL [23], WALA [11], and Soot [24] to overcome the challenges around precise and sound analysis of invokedynamic instructions.

3 Experimental Setup
3.1 Analysis Details
For all the languages we study in this article, we use WALA’s implementation of the 0-CFA algorithm [19] for constructing static call graphs, and WALA’s instrumentation-based dynamic call graph builder (Shrike) for constructing dynamic call graphs. We used the same configuration for the static and dynamic call graph analyses across all languages.

We conducted all of our experiments using Oracle’s Java 8u25 running on a machine with eight dual-core AMD Opteron 1.4 GHz CPUs (running in 64-bit mode) and capped the available RAM at 16 GB.

3.2 Comparing Call Graphs
We use ProBe [20], a call graph comparison tool, to identify nodes/edges that occur in the static call graphs but not the dynamic ones and vice versa, to find unsoundness and loss of precision. Comparing static and dynamic call graphs is complicated by the fact that static call graph builders, such as WALA’s, analyze the Java runtime libraries to compute sound and precise call graphs with nodes and edges corresponding to library code. Instrumentation-based dynamic call graph builders, such as WALA’s, typically do not track calls inside the runtime, in order to avoid disrupting runtime mechanisms invisible at the source level. Therefore, in the call graphs that WALA constructs, code in the Java standard library is represented by a single node. In order to enable a fair comparison, we collapse the parts of the static call graphs that correspond to code in the Java standard library into a single node as well. Some additional effort was involved in handling static initializers and finalizers.
consistent in static and dynamic call graphs, by modeling these as if they are invoked from an anonymous “root” node.

3.3 Selection of Experimental Subject Programs

In our study, we consider the Scheme, Scala, OCaml, Groovy, Clojure, Python, and Ruby programming languages and investigate whether the JVM bytecodes generated by compilers these languages are amenable to static analysis. This investigation comprises the following three steps:

1) For each programming language under consideration, we first consider a simple “hello, world” program to illustrate the challenges that are likely to arise when trying to analyze any program in that language. As we shall see, for several of the programming languages, the study of such a simple example is already sufficient to conclude that sound and precise static analysis is infeasible (e.g., due to pervasive use of reflection or dynamically generated code).

2) Next, we conduct a systematic evaluation in which we take 10 programs from the Computer Language Benchmark Game (CLBG) suite [18] for which versions are available for each language under consideration. The use of the same benchmark suite for all programs enables us to study the programming languages in a uniform and consistent way, and it enables us to investigate whether correlations exist between the performance characteristics of the generated JVM bytecodes and the suitability of those bytecodes for static analysis. Section 3.4 provides further details on the CLBG programs under study.

3) Lastly, for each programming language under consideration (with the exception of JRuby, because we were unable to find two large Ruby programs that we could successfully compile with JRuby’s ahead-of-time build system), we selected two larger programs in an attempt to determine whether any additional issues arise due to the use of features not present in the CLBG programs.

3.4 CLBG Benchmark Suite

For the second part of our study, we consider the following 10 programs3 from the Computer Language Benchmark Game (CLBG) suite for which versions are available in all languages under consideration.

- BINARYTREES (BT) prints the time required to allocate and collect balanced binary trees of various sizes, before any tree nodes are garbage-collected.
- FANNKUCHREDUX (FK) simulates indexed-accesses to tiny integer sequences.
- FASTA (FA) generates and writes random DNA sequences.
- KNUCLEOTIDE (KN) uses the built-in hash table implementation to accumulate count values for k-nucleotide strings, lookup the count for a given string, and update the count in the hash table.
- MANDELBROT (MB) generates a Mandelbrot set portable bitmap file.

3. We did not use the other CLBG benchmarks as they are not all implemented in the JVM-hosted languages under study.

4 SCHEME

Scheme [7] is a dialect of the functional programming language Lisp. Scheme is dynamically typed, and has a simple syntax based on lists and prefix operators. Its distinguishing features include lexical scoping and higher-order functions. Kawa [25] implements an extension of Scheme that runs on the JVM and interoperates well with Java libraries. In our experiments, we used Kawa version 3.0.

4.1 Translation to JVM bytecode

Figure 1 shows a Scheme “Hello, World!” program that defines functions foo and bar. On line 6, foo is invoked with two arguments: a function and a string. Inside function foo, this function is invoked with the string as its argument. The body of the anonymous function on line 6 invokes function bar on the string constant “Hello,” and its second argument, so the call to bar will result in printing “Hello, World!”.

Figure 2 shows the relevant fragments of the JVM bytecodes produced by the Kawa compiler for the program of Figure 1. In this diagram and subsequent diagrams, solid arrows represent a single call graph edge (i.e., a situation where a method call dispatches to a specific method definition), and dashed arrows represent sequences of call edges. The Kawa compiler produces a single class hello containing static methods foo() and bar() corresponding directly to the two functions in Figure 1. The class also contains a static initializer that initializes the environment, and a run() method corresponding to the top-level code. A main() method starts execution by invoking runAsMain() (indicated by the arrow labeled (1) in the figure), which invokes run() via a library callback (see the arrow labeled (2)).

For simple function calls, a one-to-one mapping exists between function calls in the Scheme source code and invokevirtual calls in the JVM bytecode produced by the Kawa compiler. For example, the call to foo on line 6 in Figure 1 is reflected by the static method call labeled (2) in Figure 2.

The translation of higher-order functions is more involved. The lambda expression on line 6 is represented...
using an object of type \texttt{gnu.expr.ModuleMethod}. The static initializer of class \texttt{hello} creates this object and stores it into a field that is later read by the \texttt{run()} method and passed as an argument to \texttt{foo()}, which calls a library method \texttt{gnu.mapping.ProcedureN.apply2()} to call the function bound to the argument (see the edge labeled \textcircled{4}). This library method calls several other library methods, which eventually call \texttt{hello.bar()} (see the arrow labeled \textcircled{5}). In other words, the translation of higher-order functions involves lengthy sequences of calls through common library functions, which implies there is potential for significant loss of precision unless many levels of context-sensitivity are employed. However, we did not observe any use of reflection or \texttt{invokedynamic} in the entire sequence of calls that would compromise the soundness of a bytecode-based static analysis.

4.2 Qualitative Analysis

Since the Kawa compiler avoids the use of reflection and \texttt{invokedynamic}, the call graph constructed by WALA for the example program of Figure 1 is sound.

4.3 Quantitative Analysis

Table 1 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 2 shows the number of nodes and edges in the static (columns \textcircled{3}) and dynamic (columns \textcircled{4}) call graphs for the Scheme programs in our benchmark suite. Also shown are the number of nodes/edges in the dynamic call graphs but not in the static call graphs (columns \textcircled{5}), and those in the static call graphs but not in the dynamic call graphs (columns \textcircled{6}).

4. The tables in Sections 5–10 follow the same structure.
In addition to the Scheme CLBG programs, we have studied various characteristics of the CHESS and JEMACS Scheme programs.

<table>
<thead>
<tr>
<th>LOC</th>
<th>Bytecode Size (MB)</th>
<th># classes</th>
<th># methods</th>
<th># call sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHESS</td>
<td>562</td>
<td>0.08</td>
<td>9</td>
<td>385</td>
</tr>
<tr>
<td>JEMACS</td>
<td>4,883</td>
<td>1.63</td>
<td>825</td>
<td>8,492</td>
</tr>
</tbody>
</table>

Table 2: Count of nodes and edges in the static and dynamic call graphs of the Scheme CLBG programs.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>S</th>
<th>D</th>
<th>D*</th>
<th>S/</th>
<th>D *</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>9,066</td>
<td>503</td>
<td>0</td>
<td>8,565</td>
<td>49,497</td>
</tr>
<tr>
<td>BK</td>
<td>9,063</td>
<td>503</td>
<td>0</td>
<td>8,564</td>
<td>49,497</td>
</tr>
<tr>
<td>KN</td>
<td>9,063</td>
<td>700</td>
<td>0</td>
<td>8,563</td>
<td>49,497</td>
</tr>
<tr>
<td>MB</td>
<td>9,063</td>
<td>460</td>
<td>0</td>
<td>8,563</td>
<td>49,497</td>
</tr>
<tr>
<td>NB</td>
<td>9,076</td>
<td>509</td>
<td>0</td>
<td>8,567</td>
<td>49,497</td>
</tr>
<tr>
<td>PD</td>
<td>9,076</td>
<td>509</td>
<td>0</td>
<td>8,567</td>
<td>49,497</td>
</tr>
<tr>
<td>RD</td>
<td>9,063</td>
<td>528</td>
<td>0</td>
<td>8,535</td>
<td>49,497</td>
</tr>
<tr>
<td>RC</td>
<td>9,063</td>
<td>286</td>
<td>0</td>
<td>8,577</td>
<td>49,497</td>
</tr>
<tr>
<td>SN</td>
<td>9,067</td>
<td>552</td>
<td>0</td>
<td>8,515</td>
<td>49,497</td>
</tr>
</tbody>
</table>

Table 3: Count of nodes and edges in the static and dynamic call graphs of the Scheme CLBG programs.

4.4 Additional Case Studies

In addition to the Scheme CLBG programs, we have studied CHESS and JEMACS, two larger Scheme applications that are publicly available on GitHub and SourceForge, respectively. CHESS is a Swing-based program for playing chess, in which two people play against each other. JEMACS is a Java/Scheme-based Emacs text editor. Both CHESS and JEMACS are based on Kawa 3.0, which implements Scheme R7RS. Table 3 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 4 shows that only 8 nodes are missing from the static call graph for JEMACS compared to its dynamic call graph. Further investigation of the call graphs shows that all 8 nodes represent methods that are called from gnu.mapping.Future.run(), which handles threads in the Kawa runtime library. While WALA supports Java threads, it currently does not support Kawa-specific threads. Those nodes are the root cause of missing 28 edges in the static call graph for JEMACS compared to its dynamic call graph. For CHESS, the static call graph is sound with respect to nodes, but misses 27 edges compared to the dynamic call graph. However, all missing edges are within the Kawa runtime library, which still renders the produced static call graphs useful for various applications such as code navigation in development environments.

The precision of the larger Scheme programs is similar to the pattern in the CLBG programs, where precision is compromised largely by lack of sufficient context-sensitivity in handling indirections through the standard library. However, there is one issue that we did not encounter in CLBG. The Kawa implementation uses reflection to handle first-class function calls that use apply in Scheme. Fig. 3 shows an example of that idiom from CHESS, in which initialize-board calls several functions using apply: starting-color, starting-piece, and starting-status. The initialize-board function is itself defined using the do-board macro. Kawa handles syntax-rules in do-board and generates analyzable code for it. However, apply uses functions from a table filled in using calls to MethodHandle.Lookup.findStatic(). The arguments to findStatic() are a java.lang.Class denoting the method’s class, a java.lang.String denoting the method name, and a java.lang.invoke.MethodType denoting the argument and return types. The class objects are specified directly in the bytecode, and WALA can track
Fig. 4. A simple Scala program.

them precisely in this case. The method name string is also specified directly, and WALA statically tracks that too to the call site. Although the method type is ignored, WALA has sufficient analysis of reflection to find all methods with the right name. Since these are Scheme functions, there is exactly one such method. Therefore, WALA finds precisely the methods to be called, and the call graph remains sound despite this use of reflection. Precision is lost in this case, though, because all such methods are stored in tables in the heap.

5 Scala

Scala [6] is a statically-typed, object-oriented, functional programming language. Its functional programming idioms include pattern matching, lazy evaluation, and closures. In Scala, method and field definitions can be grouped into traits that can be mixed into classes. The Scala compiler compiles to JVM bytecode. Our experiments used Scala 2.10.2.

5.1 Translation to JVM bytecode

Figure 4 shows a Scala program that defines traits A and T. The main method calls bar on the trait composition (T with A). It then defines a closure identity and calls it, causing “Hello, World!” to be printed.

Figure 5 shows the relevant bytecode instructions produced by the Scala compiler for the program of Figure 4. A Scala trait, such as T in our example, is translated into two JVM class files: T and T$class. Interface T contains the declaration for the method bar of the trait T. The abstract class T$class defines a static method containing the bytecode translation of the body of bar. Finally, a trait composition such as (T with A) is translated into an anonymous class hello$$anon$1 that implements all its traits. The call to bar on line 25 corresponds to two method calls in the generated bytecode: an invokevirtual to hello$$anon$1.bar (reflected by the arrow labeled ① in Figure 5), which contains an invokevirtual to the actual implementation in T$class.bar (see the arrow labeled ②).

A Scala closure such as identity is translated into an anonymous class hello$$anonfun$1 that extends scala.runtime.AbstractFunction1 that in turn implements scala.Function1 in which an abstract method named apply is defined. The anonymous class hello$$anonfun$1 implements the body of the closure in a concrete implementation of this apply method. The call to the identity closure on line 27 corresponds to an invokevirtual call to Function1.apply, which is resolved at run time to the apply method of the hello$$anonfun$1 class (see the arrow labeled ③ in Figure 5).

For certain Scala features (e.g., mutable fields in anonymous classes), the Scala compiler generates JVM bytecodes containing reflective method calls, which challenges sound static analysis. A sound static analysis would have to make conservative approximations that cause the static call graph to become extremely large and imprecise.

5.2 Qualitative Analysis

For the example of Figure 4, no significant challenges for static analysis are evident and a sound call graph is constructed. Nevertheless, as reported by Ali et al. [26], analyzing JVM bytecodes generated by the Scala compiler can result in less precise call graphs than those constructed from Scala source code. This loss of precision occurs because significant type information is lost in the process of translating certain Scala features (e.g., closures) to JVM bytecode.

The Scala compiler translates each call to a closure to an invokevirtual to the apply method of scala.FunctionN, where N is the arity of the closure. Therefore, a bytecode-based static call graph analysis will create edges to the apply methods of all subclasses of scala.FunctionN from each of the call sites to scala.FunctionN.apply(), thus rendering...
the produced static call graphs extremely imprecise.6 Ali et al. [26] present a family of algorithms for constructing call graphs of Scala programs from source code that avoids this loss of precision by taking advantage of the type parameters of `scala.FunctionN`. Those types correspond to the parameter and return types of the closure, but are erased when bytecode is generated and are therefore unavailable to a bytecode-based analysis.

5.3 Quantitative Analysis

Table 5 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

For each of the benchmark programs in Table 6, the nodes and edges in the dynamic call graphs are subsets of those in the corresponding static call graphs, so they are sound for this execution. However, for FASTAREDUX, one of the CLBG programs that we did not include in our quantitative experiments7, we noticed 2 methods and 2 call edges that are missing in the static call graph compared to the dynamic call graphs. Further investigation revealed that this unsoundness arises from the use of reflection in the bytecode generated by the Scala compiler for converting collections into arrays, similar to what the Java method `java.util.ArrayList.toArray(T[])` does. When we examined the precision of the static call graphs, we found that on average, about 15% of the edges that are in the static call graphs but not in the dynamic call graphs involve calls to/from `apply()` methods.

6. Unless the analysis maintains multiple levels of (call-string) context-sensitivity, which would be prohibitively expensive.
7. We did not include FASTAREDUX in our study because versions of this program are not available for Scheme, OCaml, Groovy, and Python.
edges (FACTORIE: 226 edges and KIAMA: 408 edges). The missing edges mainly involve reflective Scala constructs such as scala.reflect.ManifestFactory and scala.reflect.ClassTag. With respect to precision, more than 20% of the edges (FACTORIE: 22.56% and KIAMA: 23.76%) that are in the static call graphs but not in the dynamic call graphs involve calls to/from apply() methods. This result shows that the effect of losing type information on the static call graph precision is worse for analyzing real-world applications, such as FACTORIE and KIAMA, compared to the Scala CLBG benchmark programs.

5.5 Recent Developments

There were no significant changes to code generation in the 2.10 and 2.11 series of Scala releases. Scala 2.12 and 2.13 use a new code generation back-end that targets features introduced in version 8 of the Java Virtual Machine. In particular, these versions of Scala compile closures in the same way as Java 8, using the invokedynamic instruction, as discussed in Section 2. This eliminates the need for the compiler to generate a separate class (like hello$anonfun$1 in Figure 4) for every closure in the program. In addition, these versions of Scala compile traits to Java interfaces and implement methods using the default interface methods that were introduced in Java 8. This eliminates the need for a class to implement the methods of each trait (like T$\text{class}$ in Figure 4). Dotty, the compiler that will be used for Scala 3 when it is released, also uses these new code generation techniques.

6 OCAML

OCaml is a general-purpose programming language supporting functional, imperative and object-oriented styles. Types are strong, static, and inferred by the compiler. OCaml-Java [28] compiles OCaml code to JVM bytecode. We used OCaml-Java 2.0-alpha2, based on OCaml 4.01.0.

6.1 Translation to JVM bytecode

Figure 6 shows an OCaml program that declares functions foo and bar. This program illustrates currying, in the partial call to bar with one argument “Hello, “. This closure is passed to foo along with the argument “World\n”. Function foo calls its argument x (which is bound to bar) with y (bound to “World\n”) as a parameter. Function bar prints both its arguments, resulting in the expected “Hello, World!” output.

Figure 7 visualizes the bytecodes produced by the OCaml compiler for the program of Figure 6. The OCaml Java runtime compiles the Hello class to extend AbstractNativeRunner, which provides the machinery to invoke moduleMain in a threading harness (see the dashed arrow labeled (1)). The top-level code from Figure 6 is translated to method entry(), which is called from moduleMain() (see the call edge labeled (2)).

OCaml-Java translates functions into methods, and direct function calls into invokevirtual calls. For instance, the call to foo at line 41 is represented by the edge labeled (3). Currying is translated by constructing a closure object using org.ocamljava.runtime.values.Value.createClosure(), in combination with an extra function object. Crucially, first-class functions are named explicitly using MethodHandles and stored as bytecode constants. In the example of Figure 6, the partial call to bar at line 41 is translated by calling createClosure(), calling setClosure() on it with a MethodHandle representing bar(), and then recording the closure parameter “World\n" by calling set2() on the closure. Then, the closure itself is invoked (see the edge labeled (4)), which invokes bar using MethodHandle.invokeExact() (see edge (5)), avoiding string-based reflection.

Fig. 6. A simple OCaml program.
6.2 Qualitative Analysis

OCaml-Java exploits MethodHandles to great effect, making heavy use of constant MethodHandles embedded in the bytecode, and avoiding string-based reflection. Thus, first-class functions manifest as explicit method constants; WALA models these constants and invocations on them. Hence, functions such as bar appear in the call graph. This does not, in itself, make an analysis precise. Functions passed as arguments may cause imprecision in a context-insensitive analysis, just as dynamic dispatch on parameters can in object-oriented languages. However, this is the same well-studied problem of context-sensitivity that has inspired so many techniques for object-oriented languages [9], [29].

6.3 Quantitative Analysis

Table 9 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 10 presents quantitative results for the OCaml CLBG programs. The impact of using MethodHandles in a way that is amenable to static analysis is apparent from the absence of unsoundness in the methods in all of the static call graphs. There is some unsoundness in the edges—always less than 5%—mostly due to idioms in the OCaml runtime involving the use of java.lang.reflect.Proxy for method calls. WALA does not understand this reflective idiom, so edges are missing from the static graph. This sometimes causes further missing edges as needed code is deemed unreachable by the static analysis. Also, proxies result in runtime-generated code appearing on the stack, so the dynamic call graphs contain edges that do not correspond to any source code and hence will be missing from the static call graph. However, manual investigation of these missing edges show that they all occur within the OCaml runtime library. Therefore, the produced static call graphs could still be useful for various applications (e.g., code navigation support in integrated development environments such as Eclipse).

Precision is low across all programs—many nodes and edges in the static call graphs are not present in the dynamic ones. There are several causes. First, values are sometimes stored in a boxed form (org.ocamljava.runtime.Value) and indirects used to access and convert them make our context-insensitive analysis imprecise. Second, MethodHandle objects are passed to runtime primitives to handle calls, and context-insensitive analysis of these primitives causes significant imprecision. These issues cause more of the standard library to be reachable, which adds further imprecision as edges and nodes from those functions get added. We expect that the imprecision in our OCaml analysis can be addressed to a great extent by existing techniques (e.g., using the Cartesian Product Algorithm [30]).
6.4 Additional Case Studies
In addition to the OCaml CLBG programs, we have studied OCAMLLEX and OCAMLDOC\(^9\), two larger OCaml applications that are publicly available on GitHub. OCAMLLEX is the lexer generator part of the OCaml-Java compiler. OCAMLDOC is the documentation generator tool that ships with the OCaml-Java compiler. Both OCAMLLEX and OCAMLDOC are based on OCaml 4.01.0. Table 11 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 12 shows that only 4 nodes are missing from the static call graphs for OCAMLLEX and OCAMLDOC compared to their respective dynamic call graphs. Further investigation shows that all 4 nodes are involved in reflective method calls to/from methods in the class \texttt{org.ocamljava.runtime.annotations.parameters.Parameters}. The code that allocates some of these objects uses \texttt{java.lang.reflect.Proxy.newProxyInstance}, which is not currently modelled soundly by WALA. With respect to call graph edges, the static call graphs for OCAMLLEX and OCAMLDOC are missing 9% and 11%, respectively, of the total number of edges present in their dynamic call graphs. Our manual investigation shows that those edges are missing primarily due to the missing nodes that are caused by the unsound handling of reflection in WALA, as well as some runtime-generated code that creates objects on the stack. Similar to our observation with the CLBG OCaml programs, most of those edges occur within the OCaml runtime library, which still renders the generated static call graphs useful for some applications such as IDE support.

The majority of methods (more than 82%) and edges (more than 96%) in the static call graphs for OCAMLLEX and OCAMLDOC are not present in the dynamic call graphs, mainly due to the indirections that arise from storing values in a boxed form, and the context-insensitive handling of calls that involve \texttt{MethodHandle} objects. Those are the same reasons for imprecision as in the smaller CLBG OCaml programs. We did not observe any additional issues that would further compromise precision.

7 Groovy
Groovy [2] is a dynamically-typed object-oriented scripting language that seamlessly integrates with Java. The Groovy compiler provides the option of generating code that makes use of the \texttt{invokedynamic} instruction. We conducted two sets of experiments, with and without this option, to understand the impact of this feature. For our experiments, we used Groovy version 2.4.3.

7.1 Translation to JVM bytecode
For calls between Groovy methods, every class contains several static methods that construct an array of \texttt{CallSite} objects, implemented in the standard library. This array is indexed by numbers that are assigned to each call site in the class. Each \texttt{CallSite} object is initialized with the name of the method to be called. At a call site, the generated bytecode retrieves the corresponding \texttt{CallSite} object from the array and invokes a method named \texttt{call on it}, passing any parameters. The \texttt{call} method invokes many other methods in multiple classes within the Groovy standard library, and ultimately looks up an object of type \texttt{GroovyObject} and calls \texttt{invokeMethod()} on it. Using a dynamic representation of the class hierarchy, \texttt{invokeMethod()} looks up the name of the target method and calls it through reflection. The translation of closures involves the creation of an additional object, and invoking its \texttt{doCall()} method using a similar sequence of reflective method calls that starts with an invocation of a method \texttt{callCurrent}.

Figure 9 shows the relevant bytecodes produced by the Groovy compiler for the program of Figure 8. In the translated code, the generated \texttt{main()} method invokes \texttt{CallSite.run()} to reflectively invoke the \texttt{run()} method containing the top-level code (see the edges labeled \(1\) and \(2\)). The \texttt{run()} method calls \texttt{CallSite.callCurrent()} to invoke method \texttt{foo()} (edges \(3\) and \(4\)), which in turn invokes \texttt{CallSite.call()} again to invoke the closure assigned to variable \texttt{bar} (edges \(5\) and \(6\)).

If the use of \texttt{invokedynamic} is enabled, the bootstrap method used by Groovy returns a \texttt{MutableCallSite} that initially points to the same general lookup code that is used in the case without \texttt{invokedynamic}. The first time the call site is executed and the desired target method is looked up, the \texttt{mutableCallSite} is updated with the \texttt{MethodHandle} of the target method. Subsequent calls invoke this \texttt{MethodHandle} directly. However, from the point of view of a static analysis, the initial procedure used to determine the target of a call is equally complicated.

7.2 Qualitative Analysis
Each of the dashed lines in Figure 9 represents a sequence of calls containing at least one reflective method call. In general, the many levels of call indirection, object creation, dynamic data structure lookup, and reflection are too complicated for a static analysis to model. In particular, no call edges are created for the calls on lines 42 and 44 in the Groovy code example in Figure 8.

7.3 Quantitative Analysis
Table 13 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Quantitative results for the Groovy benchmarks\(^{10}\) are shown in Table 14. Only the main method appears in the

\footnotesize{9. Sources are available from https://github.com/xclerc/ocamljava.}
\footnotesize{10. CLBG does not provide Groovy implementations of \texttt{KN}UCLEOTIDE and \texttt{FANNKUCHREDUX}. Therefore, we ported existing CLBG implementations to Groovy. We verified correctness by comparing their output against expected output detailed in CLBG.
static void main(...){
  invokeinterface CallSite.call(...)
  ...
}
Object run(){
  new hello2$_run_closure1(...)
  invokeinterface CallSite.callCurrent(...)
  ...
}
Object foo(){
  invokeinterface CallSite.call(...)
  ...
}
class hello2$_run_closure1 ...
{
  Object doCall(Object){
    ldc 'hello world'
    invokeinterface CallSite.callCurrent(...)
    ...
  }
}

Fig. 9. Depiction of the bytecodes produced by the Groovy compiler for the program of Figure 8.

### 7.4 Additional Case Studies

In addition to the Groovy CLBG programs, we have studied CODENARC and GRULES\(^{11}\), two large Groovy applications that are publicly available on GitHub. CODENARC is a static analysis tool for Groovy source files that checks for a predefined set of coding standards and best practices. GRULES is a rule engine for data preprocessing. Table 15 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

TABLE 14
Count of nodes and edges in the static and dynamic call graphs of the Groovy CLBG programs (top: without invokedynamic, bottom: with invokedynamic).

<table>
<thead>
<tr>
<th></th>
<th>Nodes</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>D</td>
<td>D:S</td>
<td>S:D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>6,089</td>
<td>744</td>
<td>37</td>
<td>5,382</td>
<td>30,242</td>
<td>1,632</td>
<td>281</td>
<td>28,891</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FK</td>
<td>6,089</td>
<td>726</td>
<td>19</td>
<td>5,382</td>
<td>30,242</td>
<td>1,573</td>
<td>204</td>
<td>28,873</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>6,248</td>
<td>812</td>
<td>34</td>
<td>5,470</td>
<td>30,987</td>
<td>1,712</td>
<td>274</td>
<td>29,549</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KN</td>
<td>6,089</td>
<td>832</td>
<td>57</td>
<td>5,314</td>
<td>30,243</td>
<td>1,853</td>
<td>390</td>
<td>28,798</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MB</td>
<td>6,089</td>
<td>759</td>
<td>45</td>
<td>5,375</td>
<td>30,243</td>
<td>1,552</td>
<td>278</td>
<td>28,826</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>6,089</td>
<td>842</td>
<td>57</td>
<td>5,304</td>
<td>30,243</td>
<td>1,850</td>
<td>378</td>
<td>28,771</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>6,089</td>
<td>736</td>
<td>31</td>
<td>5,384</td>
<td>30,242</td>
<td>1,675</td>
<td>308</td>
<td>28,875</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>6,089</td>
<td>761</td>
<td>43</td>
<td>5,371</td>
<td>30,242</td>
<td>1,576</td>
<td>221</td>
<td>28,959</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RC</td>
<td>6,089</td>
<td>745</td>
<td>51</td>
<td>5,395</td>
<td>30,242</td>
<td>1,504</td>
<td>221</td>
<td>28,969</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN</td>
<td>6,089</td>
<td>737</td>
<td>20</td>
<td>5,372</td>
<td>30,242</td>
<td>1,667</td>
<td>284</td>
<td>28,859</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Edges</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>D</td>
<td>D:S</td>
<td>S:D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>613</td>
<td>645</td>
<td>216</td>
<td>184</td>
<td>1,513</td>
<td>1,197</td>
<td>410</td>
<td>726</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FK</td>
<td>613</td>
<td>623</td>
<td>196</td>
<td>186</td>
<td>1,513</td>
<td>1,131</td>
<td>347</td>
<td>729</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td>618</td>
<td>655</td>
<td>224</td>
<td>187</td>
<td>1,521</td>
<td>1,250</td>
<td>468</td>
<td>739</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KN</td>
<td>613</td>
<td>742</td>
<td>296</td>
<td>167</td>
<td>1,514</td>
<td>1,380</td>
<td>567</td>
<td>701</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MB</td>
<td>613</td>
<td>651</td>
<td>224</td>
<td>186</td>
<td>1,514</td>
<td>1,222</td>
<td>445</td>
<td>737</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>613</td>
<td>727</td>
<td>285</td>
<td>171</td>
<td>1,514</td>
<td>1,383</td>
<td>572</td>
<td>703</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>613</td>
<td>670</td>
<td>242</td>
<td>185</td>
<td>1,513</td>
<td>1,257</td>
<td>473</td>
<td>729</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>613</td>
<td>629</td>
<td>199</td>
<td>183</td>
<td>1,513</td>
<td>1,163</td>
<td>392</td>
<td>742</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RC</td>
<td>613</td>
<td>606</td>
<td>183</td>
<td>190</td>
<td>1,513</td>
<td>1,087</td>
<td>321</td>
<td>747</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN</td>
<td>613</td>
<td>632</td>
<td>202</td>
<td>183</td>
<td>1,513</td>
<td>1,224</td>
<td>439</td>
<td>728</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 15
Various characteristics of the CODENARC and GRULES Groovy programs.

<table>
<thead>
<tr>
<th>LOC</th>
<th>Bytecode Size (MB)</th>
<th># classes</th>
<th># methods</th>
<th># call sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>CODENARC</td>
<td>56,269</td>
<td>2.18</td>
<td>1,185</td>
<td>15,259</td>
</tr>
<tr>
<td>GRULES</td>
<td>6,793</td>
<td>0.29</td>
<td>163</td>
<td>1,752</td>
</tr>
</tbody>
</table>

8 CLOJURE

Clojure [1], [31] is a dialect of Lisp; key language features include higher-order functions, a powerful macro system, and concurrency control based on Software Transactional Memory. In our experiments, we have used Clojure version 1.5.1.

8.1 Translation to JVM bytecode

Figure 10 shows a simple Clojure program in which --main calls foo, foo calls bar, and bar prints “Hello, World!”. The Clojure compiler translates each Clojure function into a class (for convenience, we will refer to such classes as “function classes” in the discussion below). In the case of our example, function classes hello.core$foo and hello.core$bar are generated. Each such class defines a method doInvoke() that contains code corresponding to the original function in the Clojure source code, and a method getRequiredArity() that returns its number of required arguments. We will use Figure 11, which shows some of the bytecodes produced by the Clojure compiler for the program of Figure 10, to illustrate how a typical function call such as the one from foo to bar is translated:

1) hello.core$foo.doInvoke() callsIFn.invoke(). This call (labeled ① in the figure) dynamically dispatches to RestFn.invoke() (the interface IFn and the class RestFn are both part of the Clojure runtime library).

2) RestFn.invoke() performs some bookkeeping, including a call to getRequiredArity() (labeled ②) on the object representing the target function.

3) Lastly, RestFn.invoke() calls doInvoke() (labeled ③) on the object representing the target function, which represents the actual method body of the callee bar.

In the static initializer of class hello.core, which contains the main() method for the compiled program, code is dynamically loaded by calling RT.var(‘’clojure.core’’, ‘’load’’).invoke(‘’hello.core’’). The “hello.core” argument is ultimately used as a classname by the Clojure
class hello.core$foo {
    public getRequiredArity() {
        ...
    }
    public Object doInvoke(...){
        ...
    }
    invokeinterface IFn.invoke(...)
    ...
}

class hello.core$bar {
    public getRequiredArity() {
        return 0;
    }
    public Object doInvoke(...){
        ...
    }
}

class RestFN implements IFn {
    public invoke(...){
        invokevirtual getRequiredArity()
        invokevirtual doInvoke(...)
    }
}

Fig. 11. Depiction of the bytecodes produced by the Clojure compiler for the program of Figure 10.

runtime in a call to the Java Reflection API. Then, in hello.core.main(), a call ((IFn)main__var.get()).applyTo() is executed to launch the actual program, which ultimately calls hello.core$main.doInvoke() using the calling mechanism illustrated above.

8.2 Qualitative Analysis
The use of reflection in compiled code will cause most static analyses to miss some code entirely. Specifically, in our example, since class hello.core__init (where function-classes such as hello.core$foo and hello.core$bar are instantiated) is loaded by reflection, any static analysis that resolves method calls by keeping track of sets of instantiated classes would omit methods such as hello.core$foo.doInvoke() from the static call graph. Also, in main(), the call to applyTo() should resolve to RestFn.applyTo(ISeq), which is inherited by hello.core$foo and will ultimately call hello.core$foo.doInvoke(). However, since all function classes are deemed not instantiated, no implementor of RestFn is deemed instantiated. As a result, ((IFn)man__var.get()).applyTo() is resolved to call just a few trivial classes rather than the actual bodies of the user-defined functions. Similarly, we found that the translation of module imports by the Clojure compiler also involves the generation of reflective code.

8.3 Quantitative Analysis
Table 17 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 18 shows the number of nodes and edges in static and dynamic call graphs that we constructed for Clojure versions of the programs from the CLBG suite. All static call graphs have the same number of nodes and edges because...
they consist of only a `main()` method and parts of the Clojure runtime libraries. The application logic is completely missing in each case because analyzing complex reflective code is beyond the state of the art as discussed above. This makes the analysis extremely unsound. Manual inspection of the parts of the call graphs corresponding to the runtime libraries also reveals significant imprecision, which is due to the complex call-chains introduced during the translation of function calls that cannot be analyzed precisely by a context-insensitive analysis.

### 8.4 Additional Case Studies

In addition to the Clojure CLBG programs, we have studied CHESHIRE and INSTAPARSE\textsuperscript{12}, two large Clojure applications that are publicly available on GitHub. CHESHIRE provides a suite of tools for fast encoding and decoding of JSON and JSON SMILE (binary JSON format), with added support for more types and the ability to use custom encoders. INSTAPARSE is an engine that builds parsers for context-free grammars. Table 19 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Similar to our quantitative analysis of the Clojure CLBG benchmarks, Table 20 shows that the static call graphs for CHESHIRE and INSTAPARSE have the same number of nodes and edges. Further investigation shows that those nodes and edges are the same set of nodes and edges that the static call graph analysis computes for the Clojure CLBG programs, except for the nodes and edges involving the `main()` method. This result shows that regardless of the size or complexity of the analyzed Clojure program, the JVM bytecodes generated for it are not amenable to static call graph analysis. This is mainly due to heavy use of reflection and using complex call-chains for function calls.

### 9 Python

Python [4] is a popular dynamically-typed object-oriented programming language. In addition to classes and objects, it supports lists, sets, and dictionaries as built-in data structures. Other key Python features include lambda expressions, comprehensions, and generators. Jython [32] is a JVM-based implementation of Python. In our experiments, we used Jython 2.7-b3, which is compatible with Python 2.7.

#### 9.1 Translation to JVM bytecode

Figure 12 shows a small Python program that we will use to illustrate how Jython translates Python source code to JVM .class files. The program declares two functions, `foo()` and `bar()`. The program calls `foo()` on line 57, `foo()` calls `bar()` on line 54, which in turns prints “hello world” on line 56. For this program, the Jython compiler generates a class `hello$py` containing the main application logic. In general, each function call in the Python source code is mapped to a sequence of method calls in the generated bytecode. For example, for the call on line 54, the following sequence is generated:

1. `helloSpy$foo$1()` calls `PyObject.__call__()`, a method in the Jython runtime libraries.
2. `PyObject.__call__()` invokes another library method, `PyCode.call()`, which is dynamically dispatched to `PyBaseCode.call()`.
3. `PyBaseCode.call()` invokes another `call()` method in the same class that dispatches to an overriding definition in `PyTableCode`.
4. `PyTableCode.call()` invokes `hello$py.call_function()` in the class containing the translated application functions.
5. `hello$py.call_function()` contains a switch statement in which each branch calls one of the application functions depending on the value of its first parameter, `fid`. The value of `fid` originates from an instance field.

Figure 13 shows the relevant bytecodes produced by the Jython compiler for the program of Figure 12. In this figure, the previous five calls are visualized by the correspondingly-annotated arrows.

#### 9.2 Qualitative Analysis

Suppose we want to construct a call graph for the program of Figure 12 by analyzing the bytecodes generated for it by the Jython compiler. As mentioned, `hello$py.call_function()` calls each of `f50()`, `foo$1()`, and `bar$2()`, which correspond to the top-level code and the functions `foo()` and `bar()` in the Python source code. For any other method call in the program (e.g., the call to `foo()` from top-level code), a similar chain of call edges exists that includes `hello$py.call_function()`. Consequently, every call site in a Python source file is translated into a chain of method calls that involves `hello$py.call_function()`.

![Fig. 12. A simple Python program.](image-url)
class hello$py extends PyFunctionTable {
  public PyObject f$0(...){
    ...
    invokevirtual PyObject.__call__(...) 
    ...
  }
  public PyObject foo$1(...){
    ...
    invokevirtual PyObject.__call__(...) 
    ...
  }
  public PyObject bar$2(...){
    ...
    invokevirtual PyObject.__call__(...) 
    ...
  }
  public PyObject call_function(fid, ...){
    ...
    switch(fid){
      invokevirtual f$0(...) 
      invokevirtual foo$1(...) 
      invokevirtual bar$2(...) 
    }
  }
  public static void main(String[] args){
    ...
  }
}

which calls every method corresponding to a function in the same Python file.\textsuperscript{13}

Based on this observation, it is difficult to see how a bytecode-based analysis of the JVM bytecodes produced by Jython could compute a useful call graph. A precise static analysis would need to employ many levels of call-string context-sensitivity. It would also need to reason about heap-allocated objects and values, which is beyond the current state-of-the-art. Therefore, we conclude that generating precise call graphs from JVM bytecodes produced by Jython is infeasible. Soundness is compromised for similar reasons: all methods in imported modules are missing because Jython generates code that relies on reflection to implement module import.

\textbf{9.3 Quantitative Analysis}

Table 21 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

As Table 22 shows, on average, about 76% of the methods and about 95% of the edges in the static call graphs do not occur in the dynamic call graphs. This significant imprecision mainly arises from the call chains involving call_function() discussed above. Moreover, features such...
as module imports that are implemented using reflection cause about 6% of the methods and 9% of the edges in the dynamic call graphs to be absent from the static call graphs.

### 9.4 Additional Case Studies

In addition to the Python CLBG programs, we have studied GRAKO and PYBARCODE\(^{14}\), two larger Python applications that are publicly available on GitHub. GRAKO is a parser generator for input grammars that are written in a variation of the extended Backus-Naur form (EBNF). PYBARCODE is a Python package that provides a convenient way to create barcodes given their numerical value as input using only built-in Python libraries. Table 23 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 24 shows that the overwhelming majority (more than 99%) of methods and edges in the static call graphs for both GRAKO and PYBARCODE do not occur in the dynamic call graphs. These results are in line with our quantitative analysis of the Python CLBG benchmarks, showing that the static call graphs for GRAKO and PYBARCODE are also significantly imprecise. Similarly, the majority of methods and edges (more than 91%) in the dynamic call graphs for GRAKO and PYBARCODE are absent from the static call graphs, mainly due to the use of reflection and module imports. We did not observe any additional issues in the larger applications that would further compromise unsoundness or precision.

### 10 RUBY

Ruby is a popular object-oriented programming language for server-side scripting. JRuby [33] is a JVM-based implementation of Ruby. In our experiments, we used JRuby version 1.7.13. Similar to Groovy, the JRuby compiler (jruby) has a flag for enabling the generation of bytecode containing 

\texttt{invokedynamic} \texttt{instructions}.

\footnotesize

\begin{table}[h]
\centering
\caption{Various characteristics of the GRAKO and PYBARCODE Python programs.} 
\begin{tabular}{|c|c|c|c|c|c|}
\hline
LOC & Bytecode Size (MB) & # classes & # methods & # call sites \\
\hline
 GRAKO & 6,682 & 0.35 & 53 & 1,435 & 32,951 \\
 PYBARCODE & 1,165 & 0.24 & 11 & 171 & 4,145 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Count of nodes and edges in the static and dynamic call graphs of the GRAKO and PYBARCODE Python programs.} 
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
 & Nodes & & & & \\
 & S & D & D:S & S:D & Edges & S & D & D:S & S:D \\
\hline
\hline
\end{tabular}
\end{table}

\footnotesize


15. In fact, JRuby generates 2 overloaded methods for each function in the source code, where one performs additional checks before invoking the other. In our example, only the method that does not perform argument-checking is used.

### 10.1 Translation to JVM bytecode

Figure 14 shows a simple Ruby program that defines functions \texttt{foo} and \texttt{bar}, and top-level code that invokes \texttt{foo}. The function \texttt{foo} calls \texttt{bar}, and \texttt{bar} prints “Hello, World!”.

Jruby\textsuperscript{15} translates each Ruby source file into a separate class that defines methods \texttt{main()}, \texttt{load()}, and \texttt{__file__}. The generated classes contain an additional method for each function in the Ruby source code.\textsuperscript{15} For the program of Figure 14, a class \texttt{hello} with methods \texttt{method\_0\$RUBY\$bar()} and \texttt{method\_1\$RUBY\$foo()} is generated. The compiler names the class \texttt{hello} because the Ruby source is in a file called \texttt{hello.rb}. Each function call in the Ruby source code is translated to a sequence of method calls in the generated bytecode. For the call from \texttt{foo} to \texttt{bar}, the following sequence is generated:

\begin{enumerate}
\item \texttt{method\_1\$RUBY\$foo()} invokes \texttt{org.jruby.runtime.CallSite.call()}, which dynamically dispatches to \texttt{org.jruby.runtime.callsite.CachingCallSite.call()}. \texttt{CachingCallSite.call()} retrieves a Dynamic Method object from a cache that is maintained at run time and invokes \texttt{org.jruby.runtime.time.Dyn} \texttt{amicMethod.call()} on that object. This triggers a sequence of calls to methods in the JRuby runtime and Java standard libraries that ultimately invokes a method \texttt{call()} in a class \texttt{hello$method\_0\$RUBY\$bar()} that is generated at run time.
\item Finally, \texttt{method hello$method\_0\$RUBY\$bar.call()} invokes \texttt{hello.method\_0\$RUBY\$bar()}. \texttt{Figure 15} shows the relevant bytecodes produced by the JRuby compiler for the program of Figure 14. In the figure, each of the steps discussed above is visualized using a correspondingly-labeled arrow.
\end{enumerate}

Enabling the use of \texttt{invokedynamic} follows a similar approach to that used in Groovy. The code that actually determines the target method is the same whether that feature is enabled or not. A static analysis would then suffer from the same issues we previously discussed in Section 7.

### 10.2 Qualitative Analysis

The code generated by jruby poses serious challenges to static analysis. First, classes such as \texttt{hello$method\_0\$RUBY\$bar} are generated at run time. A static analysis is unable
class hello extends AbstractScript {...
  public static IRubyObject __file__(...){
    ... 
    invokevirtual CallSite.call(...) 
    ... 
  }
  public static IRubyObject method__1$RUBY$foo(...){
    ... 
    invokevirtual CallSite.call(...) 
    ... 
  }
  public static IRubyObject method__0$RUBY$bar(...){
    ... 
    invokevirtual CallSite.call(...) 
    ... 
  }
  public IRubyObject load(...){
    ... 
    invokevirtual __file__(...) 
    ... 
  }
  public static void main(String[] args){
    ... 
    invokevirtual load(...) 
    ... 
  }
}

class CachingCallSite ...
  public IRubyObject call(...){
    ... 
    invokevirtual cacheAndCall(...) 
    ... 
  }
  public IRubyObject cacheAndCall(...){
    ... 
    invokevirtual DynamicMethod.call(...) 
    ... 
  }
}

class hello$method__0$RUBY$bar
 

to reason about the behavior of such classes. Therefore, the analysis will miss calls to methods such as hello.$method__0$RUBY$bar(), which renders the computed call graph unsound.

Furthermore, CachingCallSite.call() and Dynamic

Fig. 15. Depiction of the bytecodes produced by the JRuby compiler for the program of Figure 14.

### Table 25

<table>
<thead>
<tr>
<th>LOC</th>
<th>Bytecode Size (KB)</th>
<th># classes</th>
<th># methods</th>
<th># call sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>37</td>
<td>4.63</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>FK</td>
<td>47</td>
<td>4.10</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>FA</td>
<td>68</td>
<td>6.63</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>KN</td>
<td>29</td>
<td>5.31</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>MB</td>
<td>106</td>
<td>8.43</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>NB</td>
<td>110</td>
<td>7.61</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>PD</td>
<td>33</td>
<td>3.18</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>RD</td>
<td>53</td>
<td>5.47</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>RC</td>
<td>19</td>
<td>3.58</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>SN</td>
<td>111</td>
<td>8.41</td>
<td>1</td>
<td>46</td>
</tr>
</tbody>
</table>

### Table 26

<table>
<thead>
<tr>
<th>LOC</th>
<th>Bytecode Size (KB)</th>
<th># classes</th>
<th># methods</th>
<th># call sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>37</td>
<td>5.04</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>FK</td>
<td>47</td>
<td>4.67</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>FA</td>
<td>68</td>
<td>6.88</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>KN</td>
<td>29</td>
<td>5.65</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>MB</td>
<td>106</td>
<td>9.21</td>
<td>1</td>
<td>43</td>
</tr>
<tr>
<td>NB</td>
<td>110</td>
<td>8.03</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>PD</td>
<td>33</td>
<td>3.52</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>RD</td>
<td>53</td>
<td>5.57</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>RC</td>
<td>19</td>
<td>3.77</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>SN</td>
<td>111</td>
<td>9.27</td>
<td>1</td>
<td>46</td>
</tr>
</tbody>
</table>

### Count of nodes and edges in the static and dynamic call graphs of Ruby CLBG programs (top: without invokedynamic, bottom: with invokedynamic).

### Table 25

Various characteristics of the Ruby CLBG programs (top: without invokedynamic, bottom: with invokedynamic).

<table>
<thead>
<tr>
<th>LOC</th>
<th>Bytecode Size (KB)</th>
<th># classes</th>
<th># methods</th>
<th># call sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>37</td>
<td>4.63</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>FK</td>
<td>47</td>
<td>4.10</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>FA</td>
<td>68</td>
<td>6.63</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>KN</td>
<td>29</td>
<td>5.31</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>MB</td>
<td>106</td>
<td>8.43</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>NB</td>
<td>110</td>
<td>7.61</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>PD</td>
<td>33</td>
<td>3.18</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>RD</td>
<td>53</td>
<td>5.47</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>RC</td>
<td>19</td>
<td>3.58</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>SN</td>
<td>111</td>
<td>8.41</td>
<td>1</td>
<td>46</td>
</tr>
</tbody>
</table>

### Table 26

Various characteristics of the Ruby CLBG programs (top: without invokedynamic, bottom: with invokedynamic).
Method.call() are invoked for every call in the source code. These methods, in turn, invoke all methods corresponding to source code functions such as hello.method__0$RUBY$bar() and hello.method__1$RUBY$foo(). As with Jython, precise static analysis would need many levels of context sensitivity and it would need to understand heap-allocated cached objects; this is beyond the current state of the art. Therefore, we conclude that generating precise call graphs from JVM bytecodes produced by JRuby is infeasible.

In Ruby, the require construct is used to import code from another file. JRuby implements this idiom by dynamically loading a script from a file using a ClassLoader, and then relying on the mechanisms described above to interpret these scripts. In general, static analysis is incapable of precisely accounting for code interpreted at run time in this way, resulting in additional unsoundness.

10.3 Quantitative Analysis

Table 25 shows, for each program in our benchmark suite (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Table 26 shows the sizes of dynamic and static call graphs for the JRuby benchmarks. The numbers are very similar across all benchmarks because the large JRuby library contains overwhelmingly more methods than the benchmark programs themselves. As discussed above, the static call graphs miss large numbers of nodes and edges from the dynamic call graphs, primarily because methods in classes generated at run time are not known to the static analysis.

The computed call graphs also exhibit significant imprecision: in each benchmark, approximately 70% of the methods and 90% of the call edges in the static call graph are absent from the dynamic call graph. This imprecision occurs overwhelmingly in the JRuby standard library. Due to the library’s complex structure, any current analysis would find almost all of the standard library to be reachable, although only a relatively small fraction is used at run time by our subject programs. As expected, the results are very similar regardless whether or not the use of invokedynamic is enabled.

10.4 Additional Case Studies

In addition to the Ruby CLBG programs, we have attempted to study CHUNKYPNG and PSD.RB\(^{16}\), two larger Ruby applications that are publicly available on GitHub. CHUNKYPNG is a tool that provides read and write functionalities to PNG images in pure Ruby. PSD.RB is a Ruby-based general purpose Adobe Photoshop\(^{17}\) file parser. Table 27 shows, for both programs (excluding library code), the number of lines of source code, as well as the size of the generated bytecodes, the number of classes, methods, and call sites in the generated bytecodes.

Unfortunately, the ahead-of-time build system for JRuby seems not to support building such large codebases. We were not able to get the JRuby runtime to execute without depending on dynamically interpreting a large number of ruby scripts. Such setup makes it almost impossible to perform any reasonable comparison between static and dynamic call graphs.

11 Performance

Reflection- and indirection-heavy implementations hamper static analysis, and plausibly might harm performance as well. To observe whether any correlations exist between compilation strategies and run-time performance, we investigate the performance of the bytecode generated by the compilers for the various languages on the CLBG benchmarks. As a baseline for comparison, we evaluated the Java versions as well. We evaluate the performance in terms of running time and memory usage rate.

11.1 Setup

We used the Java Microbenchmarking Harness (JMH) tool\(^{34}\) that ships with the JDK to build, run, and analyze the CLBG benchmarks written in Java and the other languages under study that target the JVM. Our experimental setup uses JMH 1.12 with 30 warmup iterations and 30 measurement iterations. However, we had to exclude the programs KN, MB, RD, and RC from the Clojure benchmark, because they use program constructs that eventually call System.exit() in the Java runtime library. This call causes JMH to prematurely shutdown the JVM which causes the execution to stop before reporting any measurements. Similarly, we had to exclude the programs NB, PD, and RD from the benchmark for JRuby with invokedynamic. The code for these programs ends up re-initializing constant values in the generated bytecode when the flag for invokedynamic in the JRuby compiler is enabled, causing the JVM to throw a runtime exception, which in turn prevents JMH from reporting its measurements. Including these CLBG programs would require editing their code to avoid those runtime errors, which might invalidate the results of this experiment. Therefore, we opted for excluding them from the performance evaluation.

Using JMH, we measure the running time using the average running time that JMH reports for each program. For the memory consumption, we use the gc.alloc.rate.norm output from JMH, which measures the normalized number of allocated bytes per operation for each program.

11.2 Results

Figures 16–17 present the running times and memory usage rates, respectively, in logarithmic scale, normalized to that of Java, for each of the 10 benchmark programs per language.

\(^{16}\) Sources are available from https://github.com/wvanbergen/chunky_png and https://github.com/layervault/psd.rb.

\(^{17}\) http://www.adobe.com/ca/products/photoshop.html
Across all the languages that we have studied, Scala generates JVM bytecodes with the best performance in terms of running time and memory usage. In fact, the Scala bytecodes run 1.4× faster than their Java counterparts, while using 1.7× more memory. This discrepancy in running time is primarily due to the benchmarks SN and KN. Our manual investigation shows that SN is approximately 15× slower in Java compared to Scala, which contributes the most to this discrepancy. This is because the Java version is multi-threaded, while the Scala version is single-threaded. Given the 32-core machine that we ran our experiments on, the synchronization barrier for the Java version is very expensive, and is roughly 15× the cost of the real computation that the benchmark actually does. KN exhibits the same behaviour, but to a smaller extent where the synchronization barrier causes the Java version to be approximately 3× slower than its Scala counterpart.

Surprisingly, the JVM bytecodes generated by dynamically-typed Kawa have the same performance as Java with respect to running time, while using an average of 4.3× more memory. This performance is better than that of the JVM bytecodes generated by OCaml, the only other statically-typed language in our study. When compared to Java, OCaml generates JVM bytecodes that run 10× slower, and use 10× more memory.

Another surprising observation is that dynamically-typed Clojure generates JVM bytecodes that run faster than their OCaml counterparts. This may be attributed to the Clojure JVM bytecodes being more amenable to the optimizations that the Java Just-in-Time (JIT) compiler performs at runtime. On the other hand, the Clojure JVM bytecodes use 23× more memory than Java, which is more than double the memory than the OCaml JVM bytecodes use.

The JVM bytecodes generated by all the other dynamically-typed languages have worse performance with respect to running time and memory usage. In particular, JRuby JVM bytecodes run 136× slower and use 232× more memory than Java. Compiling Ruby scripts with the \texttt{invokedynamic} flag turned on improves the performance for the JRuby JVM bytecodes as they run 101× slower and use 127× more memory than Java. On the other hand, using \texttt{invokedynamic} doubles the memory usage of the Groovy JVM bytecodes without any significant win with respect to the running time.

The results of this experiment show that there is a strong correlation between runtime performance and the extent to which the generated JVM bytecode is amenable to static analysis. This suggests that efforts by language implementors that aim to improve the run-time performance of generated code may benefit other applications of bytecode-
based program analysis as well.

12 Discussion and Threats to Validity

12.1 Discussion

For soundness of analysis, the systems that we studied mostly fall into two classes. The Kawa, Scala and OCaml
Java systems produced sound call graphs in our experiments, which we believe is due to relatively straightforward
translators that make judicious use of some features of recent Java versions such as MethodHandles. MethodHan
dles encode reflective accesses in a way that is directly readable from the bytecode. This allows analysis to soundly
and precisely model which methods are denoted, which, in turn, enables sound construction of call graphs that use
these features. On the other hand, the other languages make heavy use of string-based reflection and frequently store
and retrieve these strings to and from the heap. This makes good approximations problematic, and results in unsound
call graphs. We experimented with versions of some languages that employ \texttt{invokedynamic}; these implementations
employed similar string-based techniques and yielded similarly unsound results.

12.2 Language Features

A critical reader might argue that the programs studied in this paper are small, that they do not cover the full range of
each language’s features, and that they are perhaps not representative of real-world programs. We do not consider
the above considerations to be serious reasons for concern, because the primary conclusions of our study (i.e., whether
soundness or imprecision occurs for each language under consideration) are evident from the qualitative analysis
of small example programs, and supported by our quantitative experiments with the CLBG programs.

To further address the concern about the CLBG pro
grams being fairly small, we conducted, for each of the
languages under consideration (except Ruby), additional experiments on two larger subject programs. For these pro
grams, we performed the same quantitative experiments as for the CLBG programs. Moreover, in a detailed qualitative
assessment, we determined whether additional issues arose in these larger programs that comprise soundness or pre
cision. From this assessment, we conclude that the larger programs exhibit the same issues as the smaller programs
and do not fundamentally alter our conclusions.

12.3 Code Coverage

In general, computing precise static call graphs is undecid
able, and in this paper, we have used dynamic call graphs
to estimate the precision of static call graphs. However, a
dynamic call graph provides an under-approximation of
a precise static call graph, and the reader may wonder if
code coverage is reasonable. To address this concern, we
measured basic block coverage. On average, across all the
languages under consideration, the program input used
to run the CLBG benchmark suite provides a basic block
coverage of 87%, which is quite high.

12.4 Generality of Results

The choice of WALA and its 0-CFA analysis does not overly
bias our results as the analysis challenges we found are
more fundamental. For example, the qualitative studies we
have conducted show that dynamic translation schemes
such as run-time code generation and reflection potentially
cripple any bytecode-based static call graph analysis, not
just WALA’s.

12.5 Applicability of Results

We chose to study call graph construction because call
graphs have many applications in software engineering,
including bug-finding (see e.g., [13]), detecting security
vulnerabilities (see e.g., [14]), IDE features such as code
navigation (see e.g., [15]), and application extraction and op
imization (see e.g., [16], [17]). Furthermore, call graphs are
deply connected to pointer analysis, another fundamental
analysis technology [35]. Hence, our results indicate that
bytecode-based program analysis could be used for a range
of applications on a range of languages.

12.6 Ephemeral Results

We have used multiple versions of the language implementa
tions over the course of the study, with no major impact.
Even the use of the \texttt{invokedynamic} instruction appears to
have little or no impact on analysis results. In fact, Figure 17
shows that using \texttt{invokedynamic} leads to worse memory
performance for the language implementation for Groovy.
We therefore expect that the results of our study will still
hold for future versions of these systems.

13 Related Work

In this section, we discuss several categories of related work.

13.1 Empirical Studies

Reif et al. [36] study how unsoundness arises in call graph
construction algorithms for Java due to a number of features
and mechanisms, including: the use of reflection, unsafe
native APIs, serialization, lambdas and method references,
and default methods. In their study, they craft example
programs that exercise each of these features and deter
mine if loss of soundness is observed when analyzing
these programs using existing implementations of call graph
construction algorithms in SOOT [10] and WALA [11]. The
study concludes that WALA provides better support than
SOOT for trivial uses of reflection (e.g., using string literals)
and Java 8 features such as lambdas, but that both WALA
and SOOT lose soundness when serialization or the unsafe
native APIs are used.

Sui et al. [37] present a similar study that investigates
how the soundness of call graph construction algorithms
is compromised by dynamic language features such as
reflection and dynamic loading, proxies, serialization, the
\texttt{invokedynamic} instruction, and the unsafe native API. They
define a micro-benchmark consisting of a set of programs
that exercise each of the dynamic features. Each program
specifies its expected execution behavior using Java’s an
notation mechanism. Specifically, annotations specify whether
methods are always executed, never executed, or sometimes executed (which may happen if the execution of methods is platform-dependent). Sui et al. conduct a study where they apply call graph construction algorithms from the SOOT [10], WALA [11], and DOOP [9] frameworks to their benchmark, and report that, while none of the frameworks handles all the dynamic features soundly in all cases, each framework appears to have some unique strengths. In particular, WALA and DOOP [38], [39] support invokedynamic and proxies, and SOOT relies on TamiFlex to analyze reflective code. In contrast to these studies, which consider the challenges posed by dynamic language features in the context of synthetic benchmarks, our work has focused on identifying and analyzing the challenges posed to static analysis that arise in the JVM bytecodes produced by compilers for 7 programming languages on programs taken from an existing benchmark suite and from open-source repositories.

Most studies of non-Java JVM-hosted languages focus on the dynamic behavior of bytecode from the point of view of a JVM that executes it. Li et al. [40] studied JVM bytecode generated by Scala, Clojure, Jython, and JRuby for the CLBG programs. They measured the diversity of bytecode instruction sequences executed, the sizes of methods, the depths of the run time stack, the hotness distribution of methods and basic blocks, the sizes and lifetimes of objects, and the amount of boxing of primitive types. Sarimbekov et al. [41] studied Clojure, Jython, and JRuby versions of the CLBG programs. They measured polymorphic calls, immutability of fields, objects, and classes, lifetimes of objects, amount of memory zeroing, and the number of evaluations of identity hash codes. Sewe et al. [27] introduced a benchmark suite for Scala similar to the DaCapo suite [42] for Java and compare the dynamic behavior of these programs to that of the DaCapo Java programs. The use of dynamic features has also been studied for languages that are not normally compiled to JVM bytecode. Richards et al. [43], [44] studied the use of dynamic features in JavaScript, especially the eval construct. Hills et al. [45] studied the use of various features in PHP programs, including eval. In contrast to these studies, our work examines JVM bytecode from a static analysis perspective.

### 13.3 Custom Data Structures

Xu and Rountev evaluated a regression test selection analysis for AspectJ [60]. They found the analysis to be extremely imprecise when based on call graphs constructed from bytecode generated from AspectJ code. To improve precision, they introduced the interaction graph, a structure similar to a call graph that explicitly models AspectJ features, and evaluated an analysis for constructing such graphs from AspectJ source code [61].

### 14 Conclusions and Future Work

Getting free program analysis infrastructure for a wide range of languages is an attractive prospect, and we have investigated whether JVM bytecode based analysis for Java can be used on other languages that compile to bytecode. We show that this is indeed possible for a wide range of statically-typed and dynamically-typed languages, based on our results for functional Scheme, object-oriented Scala, and polymorphic OCaml. Call graphs for these languages are as sound as for Java, and present similar challenges for obtaining precision. This suggests that bytecode-based analysis could serve as a useful implementation vehicle for applications such as bug-finding, security analysis, and code navigation in IDEs for languages where program analysis infrastructure is not readily available otherwise.

However, we demonstrate that the implementation of the bytecode generation is crucial, and complex, reflection-heavy implementations prevent good analysis for Groovy, Clojure, Python, and Ruby. We also show performance results indicating that these implementations tend to result in poor performance as well.

Overall, the results are encouraging in that high-quality JVM-based implementations can benefit not only from the JVM’s mature implementation, but from its associated mature program analysis infrastructure as well. While the experiments in this paper focus on call graph construction, we consider our conclusions to be broadly applicable to bytecode-based interprocedural static analyses, because call graphs are a prerequisite for most static analyses.
When designing new programming languages and implementing compilers for them, designers consider and balance many different objectives for each particular language. The ability to analyze compiled code using existing JVM analysis tools can be one such objective. The results of our study show how easily the various possible compilation strategies can be analyzed by existing JVM analysis tools. Thus, they provide the data that language implementers need to balance the goal of analyzability against other objectives in the implementation of each new programming language. The data can be used to initiate discussion and future research about the relative benefits and drawbacks of various compilation strategies in the context of specific new programming languages.
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